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# εκτελεση ερωτημάτων

Για την εκτέλεση των ερωτημάτων, θα χρησιμοποιηθεί το πρώτο ευρετήριο που δημιουργήθηκε.

Η ανάκτηση των εγγράφων της συλλογής και η παραγωγή των αποτελεσμάτων έγινε με βάση ένα αρχείο 30 ερωτημάτων (topics list). Το αρχείο των ερωτημάτων δημιουργήθηκε με βάση το αρχείο (MinicollectionTopics.txt) και ακολουθεί τη μορφοποίηση TREC\_format(sgml). Το περιεχόμενο των ερωτημάτων (Topics Content) προέκυψε από τα αντίστοιχα αρχεία .xml που βρίσκονται στο φάκελο PAC\_topics.

Για να παραχθεί το αποτέλεσμα των ερωτημάτων, θα γίνει χρήση της εντολής “terrier br” (Batch Retrieval).

# Αξιολόγηση (Evaluation)

Για την αξιολόγηση των αποτελεσμάτων των ερωτημάτων που εκτελέστηκαν στο προηγούμενο βήμα, θα γίνει χρήση του προγράμματος trec\_eval-9.0.7. Για τον έλεγχο της εγγύτητας των αποτελεσμάτων είναι αναγκαία η χρήση νεώς αρχείου που περιλαμβάνει τα μη αμφισβητήσιμα αποτελέσματα, δηλαδή ποια είναι τα πραγματικά σχετικά έγγραφα σε σχέση με τα ερωτήματα.

Η εντολή που θα πυροδοτήσει την αξιολόγηση των αποτελεσμάτων είναι η εξής: «trec\_eval.exe qrels.txt results.res», όπου qrels.txt το αρχείο των ορθών αποτελεσμάτων και results.res το αρχείο των αποτελεσμάτων μετά την εκτέλεση των ερωτημάτων.

Το trec\_eval πρόκειται για ένα πρόγραμμα που αξιολογεί τα αποτελέσματα των ερωτημάτων χρησιμοποιώντας κάποιες μετρικές. Οι μετρικές αυτές αναφέρονται αναλυτικά παρακάτω:

* num\_ret: Συνολικός αριθμός των εγγράφων που ανακτήθηκαν από όλα τα ερωτήματα
* num\_rel: Συνολικός αριθμός σχετικών εγγράφων σε όλα τα ερωτήματα
* num\_rel\_ret: Συνολικός αριθμός σχετικών εγγράφων που ανακτήθηκαν σε όλα τα ερωτήματα
* map: χάρτης μέσης ακρίβειας (MAP)
* gm\_ap: Μέση ακρίβεια. Γεωμετρική μέση τιμή, q\_score=log(MAX(map,.00001))
* R-prec: R-Precision (Ακρίβεια μετά από R (= num-rel for topic) έγγραφα που ανακτήθηκαν)
* bpref: Binary Preference, top R judged nonrel
* recip\_rank: Αμοιβαία κατάταξη των κορυφαίων σχετικών εγγράφων
* ircl\_prn.0.00: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.00 ανάκληση
* ircl\_prn.0.10: Interpolated Recall - Μέσοι όροι ακριβείας στη 0.10 ανάκληση
* ircl\_prn.0.20: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.20 ανάκληση
* ircl\_prn.0.30: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.30 ανάκληση
* ircl\_prn.0.40: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.40 ανάκληση
* ircl\_prn.0.50: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.50 ανάκληση
* ircl\_prn.0.60: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.60 ανάκληση
* ircl\_prn.0.70: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.70 ανάκληση
* ircl\_prn.0.80: Interpolated Recall – Μέσοι όροι ακριβείας στη 0.80 ανάκληση
* ircl\_prn.0.90: Recall – Μέσοι όροι ακριβείας στη 0.90 ανάκληση
* ircl\_prn.1.00: Interpolated Recall – Μέσοι όροι ακριβείας στη 1.00 ανάκληση
* P5: Ακρίβεια μετά από 5 έγγραφα που ανακτήθηκαν
* P10: Ακρίβεια μετά από 10 έγγραφα που ανακτήθηκαν
* P15: Ακρίβεια μετά από 15 έγγραφα που ανακτήθηκαν
* P20: Ακρίβεια μετά από 20 έγγραφα που ανακτήθηκαν
* P30: Ακρίβεια μετά από 30 έγγραφα που ανακτήθηκαν
* P100: Ακρίβεια μετά από 100 έγγραφα που ανακτήθηκαν
* P200: Ακρίβεια μετά από 200 έγγραφα που ανακτήθηκαν
* P500: Ακρίβεια μετά από 500 έγγραφα που ανακτήθηκαν
* P1000: Ακρίβεια μετά από 1000 έγγραφα που ανακτήθηκαν

Για το σκοπό αυτής της εργασίας θα χρησιμοποιηθεί το ίδιο αρχείο ερωτημάτων που δημιουργήθηκε παραπάνω, για τρεις διαφορετικές εκτελέσεις.

## Πρώτη εκτέλεση

Για την πρώτη εκτέλεση των ερωτημάτων χρησιμοποιήθηκε το μοντέλο BM25 (Best Match 25), το οποίο είναι ένα πιθανοτικό μοντέλο, το οποίο πολλαπλασιάζει δύο μετρικές: πόσες φορές εμφανίζεται μία λέξη μέσα σε ένα έγγραφο, και την αντίστροφη συχνότητα εγγράφου της λέξης σε ένα σύνολο εγγράφων.

Μετά την εκτέλεση της εντολής αξιολόγησης, παραχθήκαν τα παρακάτω αποτελέσματα τα οποία μπορούν να ερμηνευτούν χρησιμοποιώντας την ανάλυση που πραγματοποιήθηκε σε προηγούμενο σημείο του κειμένου:

* runid all BM25
* num\_q all 1
* num\_ret all 1000
* num\_rel all 26
* num\_rel\_ret all 19
* map all 0.1251
* gm\_map all 0.1251
* Rprec all 0.1923
* bpref all 0.7308
* recip\_rank all 1.0000
* iprec\_at\_recall\_0.00 all 1.0000
* iprec\_at\_recall\_0.10 all 0.2500
* iprec\_at\_recall\_0.20 all 0.1842
* iprec\_at\_recall\_0.30 all 0.1667
* iprec\_at\_recall\_0.40 all 0.1279
* iprec\_at\_recall\_0.50 all 0.1197
* iprec\_at\_recall\_0.60 all 0.0323
* iprec\_at\_recall\_0.70 all 0.0231
* iprec\_at\_recall\_0.80 all 0.0000
* iprec\_at\_recall\_0.90 all 0.0000
* iprec\_at\_recall\_1.00 all 0.0000
* P\_5 all 0.2000
* P\_10 all 0.1000
* P\_15 all 0.1333
* P\_20 all 0.2500
* P\_30 all 0.1667
* P\_100 all 0.1100
* P\_200 all 0.0700
* P\_500 all 0.0320
* P\_1000 all 0.0190

## Δεύτερη εκτέλεση

Για την πρώτη εκτέλεση των ερωτημάτων χρησιμοποιήθηκε το μοντέλο TF\_IDF (term frequency–inverse document frequency), To οποίο είναι ένα διανυσματικό μοντέλο. Το συγκεκριμένο μοντέλο χαρακτηρίζεται από μία εμφανή βελτίωση στον τομέα των βαρών σε σχέση µε το Boolean αφού δεν υποστηρίζει δυαδικά βάρη για την σύγκριση ερωτημάτων και κειμένων. Έτσι έχουμε ένα ουσιαστικό μέτρο ομοιότητας μεταξύ κειμένων και ερωτημάτων που ονομάζεται βαθιός ομοιότητας. Μετά τον υπολογισμό αυτού του μέτρου τα κείμενα διατάσσονται µε φθίνουσα σειρά έχοντας ως κριτήριο το βαθιό ομοιότητας µε το ερώτημα του χρήστη.

Μετά την εκτέλεση της εντολής αξιολόγησης, παραχθήκαν τα παρακάτω αποτελέσματα τα οποία μπορούν να ερμηνευτούν χρησιμοποιώντας την ανάλυση που πραγματοποιήθηκε σε προηγούμενο σημείο του κειμένου:

* runid all TF\_IDF
* num\_q all 1
* num\_ret all 1000
* num\_rel all 26
* num\_rel\_ret all 19
* map all 0.1261
* gm\_map all 0.1261
* Rprec all 0.1923
* bpref all 0.7308
* recip\_rank all 1.0000
* iprec\_at\_recall\_0.00 all 1.0000
* iprec\_at\_recall\_0.10 all 0.2632
* iprec\_at\_recall\_0.20 all 0.1892
* iprec\_at\_recall\_0.30 all 0.1818
* iprec\_at\_recall\_0.40 all 0.1224
* iprec\_at\_recall\_0.50 all 0.1040
* iprec\_at\_recall\_0.60 all 0.0319
* iprec\_at\_recall\_0.70 all 0.0198
* iprec\_at\_recall\_0.80 all 0.0000
* iprec\_at\_recall\_0.90 all 0.0000
* iprec\_at\_recall\_1.00 all 0.0000
* P\_5 all 0.2000
* P\_10 all 0.1000
* P\_15 all 0.1333
* P\_20 all 0.2500
* P\_30 all 0.1667
* P\_100 all 0.1200
* P\_200 all 0.0700
* P\_500 all 0.0300
* P\_1000 all 0.0190

## Τρίτη εκτέλεση:

Για την πρώτη εκτέλεση των ερωτημάτων χρησιμοποιήθηκε το μοντέλο DFR\_BM25, το οποίο είναι μία υλοποίηση Divergence From Randomness (DFR) του BM25 μοντέλου. Το Divergence From Randomness (DFR) είναι μια γενίκευση ενός από τα πρώτα μοντέλα ανάκτησης πληροφοριών. Τα μοντέλα DFR βασίζονται σε αυτήν την απλή ιδέα: "Όσο μεγαλύτερη είναι η απόκλιση της συχνότητας όρου εντός του εγγράφου από τη συχνότητά της στη συλλογή, τόσο περισσότερες πληροφορίες μεταφέρονται από τη λέξη t στο έγγραφο d". Με άλλα λόγια, ο όρος-βάρος σχετίζεται αντιστρόφως με την πιθανότητα της συχνότητας όρου μέσα στο έγγραφο d που λαμβάνεται από ένα μοντέλο Μ τυχαιότητας

Μετά την εκτέλεση της εντολής αξιολόγησης, παραχθήκαν τα παρακάτω αποτελέσματα τα οποία μπορούν να ερμηνευτούν χρησιμοποιώντας την ανάλυση που πραγματοποιήθηκε σε προηγούμενο σημείο του κειμένου:

* runid all DFR\_BM25
* num\_q all 1
* num\_ret all 1000
* num\_rel all 26
* num\_rel\_ret all 19
* map all 0.1226
* gm\_map all 0.1226
* Rprec all 0.1923
* bpref all 0.7308
* recip\_rank all 1.0000
* iprec\_at\_recall\_0.00 all 1.0000
* iprec\_at\_recall\_0.10 all 0.2222
* iprec\_at\_recall\_0.20 all 0.1842
* iprec\_at\_recall\_0.30 all 0.1636
* iprec\_at\_recall\_0.40 all 0.1264
* iprec\_at\_recall\_0.50 all 0.1120
* iprec\_at\_recall\_0.60 all 0.0315
* iprec\_at\_recall\_0.70 all 0.0210
* iprec\_at\_recall\_0.80 all 0.0000
* iprec\_at\_recall\_0.90 all 0.0000
* iprec\_at\_recall\_1.00 all 0.0000
* P\_5 all 0.2000
* P\_10 all 0.1000
* P\_15 all 0.1333
* P\_20 all 0.2000
* P\_30 all 0.1667
* P\_100 all 0.1100
* P\_200 all 0.0700
* P\_500 all 0.0300
* P\_1000 all 0.0190

# σύγκριση αποτελεσμάτων και συμπεράσματα

Παρατηρούμε ότι οι τιμές που διαφέρουν στις τρεις εκτελέσεις είναι:

* map
* gm\_map
* iprec\_at\_recall\_0.00
* iprec\_at\_recall\_0.10
* iprec\_at\_recall\_0.20
* iprec\_at\_recall\_0.30
* iprec\_at\_recall\_0.40
* iprec\_at\_recall\_0.50
* iprec\_at\_recall\_0.60
* iprec\_at\_recall\_0.70
* P\_20
* P\_100
* P\_500

Δηλαδή παρατηρούμε ότι παρόλο που κατά τη διάρκεια της αξιολόγησης υπήρξαν κάποιες διακυμάνσεις στις τιμές αλλά όσο πλησιάζουμε στις τελευταίες ανακλάσεις και ο αριθμός των εγγράφων που ανακτήθηκαν μεγαλώνει, οι τιμές είναι ίδιες και για τρία μοντέλα ανάκτησης βαρών.

# επίλογος

Τα κείμενα αυτά ήταν μία περιγραφή της δημιουργίας ευρετηρίων και της εκτέλεσης διαφόρων ερωτημάτων πάνω σε αυτά, χρησιμοποιώντας τη μηχανή αναζήτησης Terrier, και παραμετροποιόντας τα κάθε φορά με διαφορετικούς τρόπους, καθώς και της αξιολόγησης των αποτελεσμάτων τους χρησιμοποιώντας το εργαλείο trec\_eval. Κατά τη διαδικασία αυτή υποβλήθηκαν τρία διαφορετικά αποτελέσματα (runs), που προέκυψαν από 3 διαφορετικές εκτελέσεις. Σε κάθε εκτέλεση χρησιμοποιήθηκε διαφορετικό μοντέλο ανάκτησης πληροφορίας, και έπειτα αξιολογήθηκε η ορθότητα των αποτελεσμάτων με τη χρήση του trec eval. Παρατηρήθηκε ότι το αρχείο των αποτελεσμάτων της κάθε εκτέλεσης διέφερε σε μεγάλο βαθμό από τις υπόλοιπες, καθώς επίσης και οι μετρικές της αξιολόγησής τους.

1. <https://github.com/terrier-org/terrier-core/>
2. <http://www.cs.cornell.edu/courses/cs4300/2013fa/lectures/retrieval-models-2-4pp.pdf>
3. <https://www.researchgate.net/publication/45886647_Integrating_the_Probabilistic_Models_BM25BM25F_into_Lucene>
4. <https://ieeexplore.ieee.org/document/7546200>
5. <https://en.wikipedia.org/wiki/Tf%E2%80%93idf>